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Why streaming ?

We need embodied agents to understand in real-time 



http://www.youtube.com/watch?v=P-CEMaz1XYw


AV-HuBERT



Drawbacks of AV-Hubert  

1. We need bidirectional context , thus we need to wait until entire input is 
provided 

2. Chunking is also non-trivial as end-point detection also needs supervision to 
train 



How did we solve this problem in the uni-modal 
speech recognition ? 







STREAMING TRANSFORMER ASR WITH BLOCK-WISE SYNCHRONOUS BEAM SEARCH



How do we make this approach multimodal? 



Proposed Architecture

MFCC

ROI + 
ResNet18

Multimodal 
Fusion 



Multimodal fusion  

Audio Hidden states 

Vision hidden states 



>>> x = torch.tensor([1, 2, 3])

>>> x.repeat_interleave(2)

tensor([1, 1, 2, 2, 3, 3])

TORCH.REPEAT_INTERLEAVE



Multimodal fusion  

Audio Hidden states 

Vision hidden states 



Proposed Architecture

MFCC

CTCAttn 
Decoder

ROI + 
ResNet18

Multimodal 
Fusion 



Results 



In progress research direction





Proposed Architecture

DistilHUBERT

         RNN-T

ROI + 
ResNet18

Multimodal 
Fusion 



Multimodal 2 pass ASR



Multimodal 2 pass ASR

ROI + 
ResNet18



Audio cross attention + some 
secret sauce 

+

MWER loss based rescoring



Audio cross attention + some 
secret sauce 

+

ROI + 
ResNet18



Thank you for your multimodal streaming synchronous attention :) 


